Abstract—This paper proposes a novel $F_0$ contour estimation algorithm based on a precise parametric description of the voiced parts of speech derived from the power spectrum. The algorithm is able to perform in a wide variety of noisy environments as well as to estimate the $F_0$ s of cochannel concurrent speech. The speech spectrum is modeled as a sequence of spectral clusters governed by a common $F_0$ contour expressed as a spline curve. These clusters are obtained by an unsupervised 2-D time-frequency clustering of the power density using a new formulation of the EM algorithm, and their common $F_0$ contour is estimated at the same time. A smooth $F_0$ contour is extracted for the whole utterance, linking together its voiced parts. A noise model is used to cope with non-harmonic background noise, which would otherwise interfere with the clustering of the harmonic portions of speech. We evaluate our algorithm in comparison with existing methods on several tasks, and show 1) that it is competitive on clean single-speaker speech, 2) that it outperforms existing methods in the presence of noise, and 3) that it outperforms existing methods for the estimation of multiple $F_0$ contours of cochannel concurrent speech.
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I. INTRODUCTION

The analysis of complex and varied acoustic scenes is a fundamental and challenging problem for today’s acoustic signal processing. At its core is the need for a method which can determine precisely and robustly the $F_0$ contour of harmonic signals such as speech. Robust $F_0$ analysis has a very broad range of applications in computational auditory scene analysis (CASAt), speech recognition, prosody analysis, speech enhancement, or speaker identification. So far, many pitch determination algorithms (PDAs) have been proposed [1], some of them with very good accuracy [2]. However, they are usually limited to the clean speech of a single speaker and fail in moderate amounts of background noise or the presence of other speakers. Ideally, the performance of a PDA should stay high in as wide a range of background noises as possible (white noise, pink noise, noise bursts, music, other speech, etc.). Furthermore, the possibility to extract simultaneously the $F_0$ contours of several concurrent voices is also a desirable feature. Several PDAs already exist that deal with the tracking of multiple $F_0$s [3]–[7]. Several of these algorithms rely on an initial frame-by-frame analysis followed by post-processing to reduce errors and obtain a smooth $F_0$ contour, for example using hidden Markov models (HMMs) (see [3] for a review). Here, we propose to perform estimation and model-based interpolation simultaneously, based on a parametric model of the time and frequency shape of the spectral envelope of the voiced parts of speech.

To this end, we rely on a parametric description of the wavelet power spectrum that accounts for its structure simultaneously in time and frequency directions. In brief, we model the power spectrum $W(x, t)$ as a sum of $K$ parametric source models $q_k(x, t; \Theta)$, where $x$ is log-frequency, $t$ is time, and $\Theta$ is the set of model parameters: $W(x, t) \approx \sum_{k=1}^{K} q_k(x, t; \Theta)$. In this paper, this model is applied to the voiced parts of speech, but in other contexts it could be applied to other acoustic events, provided a mathematical description of those events. Here, we apply two constraints to the spectro-temporal model. Along the frequency axis, it consists of a series of harmonics with frequencies multiple of a common $F_0$ $F_0$. Along the temporal axis, this $F_0$ follows a contour modeled as a cubic spline, and the amplitude of each partial follows a smooth temporal envelope modeled as a sum of Gaussian functions. The cubic spline $F_0$ contour was preferred to other options such as the Fujisaki model [8] as it can be applied to a wider range of stimuli in addition to speech. Moreover, as we will explain later, this choice enabled us to obtain analytic update equations during the optimization process. To handle the slowly-varying harmonic structure of the short-term wavelet spectrum, we used a multi-pitch analysis method initially developed for feature extraction of music signals, the harmonic-temporal structured clustering (HTC) method [9], which gives a parametric representation of the harmonic parts of the power spectrum.

In the original formulation of HTC, each source model represents a sound stream with constant $F_0$. However, by considering speech as a succession of models that each corresponds to a phoneme (or more generally to a segment of the speech utterance with steady acoustic characteristics), we can use the HTC method to model the spectrum as a sequence of spectral cluster models with a continuous $F_0$ contour. Contrary to
HMMs, which assume discrete phonetic states, we aim here to model smooth transitions in the temporal succession of the structural structures.

Finally, we introduce also a noise model to deal with the nonharmonic power coming from background noise. While the spectrogram of voiced speech is characterized by harmonic parts with strong relative power, noise tends to have a more flat spectrogram. Extracting voiced speech from such noise corresponds to searching for local, harmonically structured “islands” within a “sea” of unstructured noise.

The parametric model we obtain in this way is optimized using a new formulation of the EM algorithm. The spectral clusters are obtained by an unsupervised 2-D clustering of the power density, performed simultaneously with the estimation of the $F_0$ contour of the whole utterance. We describe our method more precisely in the following section.

II. FORMULATION OF THE MODEL

A. General HTC Method

Consider the wavelet power spectrum $W(x,t)$ of a signal recorded from an acoustic scene, defined on a domain of definition $D = \{(x,t) \in \mathbb{R} | \Omega_0 \leq x \leq \Omega_1, T_0 \leq t \leq T_0 + T\}$. The problem considered is to approximate the power spectrum as well as possible as the sum of $K$ parametric source models $q_k(x,t;\Theta)$ modeling the power spectrum of $K$ “objects” each with its own $F_0$ contour $\mu_k(t)$ and its own harmonic-temporal structure. We note that the formulation described hereafter is not limited to any particular time-frequency representation, and it could work with a standard linear-frequency short-time Fourier transform (STFT). However, we found better performance with wavelets, possibly because it offers relatively better spectral resolution for the low-frequency harmonics of the voice. We will thus use the wavelet power spectrum in the following.

As described in [9], the source models $q_k(x,t;\Theta)$ are expressed as a Gaussian mixture model (GMM) with constraints on the characteristics of the kernel distributions: supposing that there is harmonicity with $N$ partials modeled in the frequency direction, and that the power envelope is described using $Y$ kernel functions in the time direction, we can rewrite each source model in the form

$$q_k(x,t;\Theta) = \sum_{n=1}^N \sum_{y=0}^{Y-1} S_{kny}(x,t;\Theta)$$

where $\Theta$ is the set of all parameters and with kernel densities $S_{kny}(x,t;\Theta)$ which are assumed to have the following shape:

$$S_{kny}(x,t;\Theta) = \frac{w_k y_{kn} u_{kny}}{2\pi \sigma_k} e^{-\frac{(x-\mu_k(t)}{2\sigma_k^2} - \frac{(y-y_{kn})^2}{2\varphi_k^2}}$$

where the parameters $w_k$, $y_{kn}$ and $u_{kny}$ are normalized to unity. A graphical representation of a HTS source model $q_k(x,t;\Theta)$ can be seen in Fig. 1.

Our goal is to minimize the difference between $W(x,t)$ and $Q(x,t;\Theta) = \sum_{k=1}^K q_k(x,t;\Theta)$ according to a certain criterion.

We use the $\mathcal{I}$-divergence [10] as a classical way to measure the “distance” between two distributions

$$\mathcal{I}(W|Q(\Theta)) = \int_D \left( W(x,t) \log \frac{W(x,t)}{Q(x,t;\Theta)} - (W(x,t) - Q(x,t;\Theta)) \right) dx dt$$

and we are thus looking for $\Theta_{opt} = \arg \min \mathcal{I}(W|Q(\Theta))$. Keeping only the terms depending on $\Theta$ and reversing the sign of this expression, one defines the following function to maximize with respect to $\Theta$:

$$\mathcal{J}(W,\Theta) = \int_D \left( W(x,t) \log Q(x,t;\Theta) - Q(x,t;\Theta) \right) dx dt$$

Using this function $\mathcal{J}$, one can derive the likelihood of the parameter $\Theta$:

$$P(W|\Theta) = e^{\mathcal{J}(W,\Theta)-\int_D \Gamma(1+W(x,t)) dx dt}$$

where $\Gamma(\cdot)$ is the Gamma function, and the second part of the exponent ensures that we obtain a probability measure. One can indeed see this probability as the joint probability of all the variables $W(x,t)$ independently following Poisson distributions of

![Fig. 1. Graphical representation of a HTC source model. (a) shows the time-frequency profile of the model, while (b) shows a cross section of the model at constant time, and (c) the evolution in time of the power envelope function. The harmonic structure of the model can be seen in (b), and the approximation of the power envelope in the time direction as a sum of Gaussian kernels can be seen in (c).](image-url)
parameter $Q(x, t)$. This way of presenting the problem enables us to interpret it as a maximum a posteriori (MAP) estimation problem and to introduce prior functions on the parameters as follows, using Bayes theorem:

$$
\hat{\Theta}_{\text{MAP}} = \arg \max_{\Theta} P(\Theta|W) = \arg \max_{\Theta} \log P(W|\Theta) + \log P(\Theta) = \arg \max_{\Theta} (\mathcal{J}(W, \Theta) + \log P(\Theta)). \tag{6}
$$

Our goal is now equivalent to the maximization with respect to $\Theta$ of $\mathcal{J}(W, \Theta) + \log P(\Theta)$. In the following, we will write simply $\mathcal{J}(\Theta)$ for $\mathcal{J}(W, \Theta)$. The problem is that in the term $\int_D W(x, t) \log \sum_{k, n, y} S_{kn}(x, t; \Theta) \, dx \, dt$, there is a sum inside the logarithm, and we thus cannot obtain an analytical solution. However, if we introduce nonnegative membership degrees $m_{kn}(x, t)$ summing to 1 for each $(x, t)$, one can write, using the concavity of the logarithm:

$$
\log \sum_{k, n, y} m_{kn}(x, t) S_{kn}(x, t; \Theta) = \log \sum_{k, n, y} m_{kn}(x, t) \frac{S_{kn}(x, t; \Theta)}{m_{kn}(x, t)} \geq \sum_{k, n, y} m_{kn}(x, t) \log \frac{S_{kn}(x, t; \Theta)}{m_{kn}(x, t)}
$$

where $\left\langle \cdot \right\rangle_m$ denotes the convex combination with coefficients $m$. Moreover, the inequality $(7)$ becomes an equality for

$$
\hat{m}_{kn}(x, t) = \frac{S_{kn}(x, t; \Theta)}{\sum_{k, n, y} S_{kn}(x, t; \Theta)}.
$$

We can thus use an EM-like algorithm to maximize the likelihood by alternately updating $\Theta$ and the membership degrees $m$, which act as auxiliary parameters, while keeping the other fixed:

(E-step) $\hat{m}_{kn}(x, t) = \frac{S_{kn}(x, t; \Theta)}{\sum_{k, n, y} S_{kn}(x, t; \Theta)}$

(M-step) $\hat{\Theta} = \arg \max_{\Theta} (\mathcal{J}(\Theta, \hat{m}) + \log P(\Theta))$

with

$$
\mathcal{J}(\Theta, m) = \int_D \left( \sum_{k, n, y} \ell_{kn}(x, t) \log \frac{S_{kn}(x, t; \Theta)}{m_{kn}(x, t)} - Q(x, t; \Theta) \right) \, dx \, dt \tag{8}
$$

where $\ell_{kn}(x, t) = m_{kn}(x, t) W(x, t)$. For all $m$, we indeed have from $(7)$ that

$$
\mathcal{J}(\Theta) + \log P(\Theta) \geq \mathcal{J}(\Theta, m) + \log P(\Theta) \tag{9}
$$

and $\mathcal{J}(\Theta, \hat{m})$ can be used as an auxiliary function to maximize, enabling us to obtain analytical update equations. The optimization process is illustrated in Fig. 2.

A slightly different approach was presented in [9], but leads to the same optimization process as the one we present here. The E-step is straightforward and is dealt with in exactly the same way as in [9]. However, the possibility to obtain analytical update equations during the M-step depends on the actual expression of $\mu_k(t)$, and it could be performed there in the special case of a piece-wise flat $F_0$ contour $\mu_k(t) = \mu_k$. More generally, if the other HTC parameters $(w_k, \tau_k, v_k, \phi_k, \gamma_k)$ do not enter in the expression of $\mu_k(t)$, then the update equations obtained in [9] for these parameters can be used as is, and we only need to obtain the M-step update equations for the $F_0$ contour parameters. We will explain how we proceed in the following subsection.

B. Speech Modeling

In the following, in order to model the spectrum of a speech utterance, we will make several assumptions. First, we assume that the $F_0$ contour is smooth and defined on the whole interval: we will not make voiced/unvoiced decisions, and $F_0$ values are assumed continuous. Second, we fix the harmonic structure of each HTC source model so that it corresponds to segments of speech with steady acoustic characteristics, and assume that a speech segment is a succession of such steady segments sharing a common $F_0$ contour.

1) Spline $F_0$ Contour: In our previous work [9], the HTC method has only been applied to piece-wise flat $F_0$ contours, which is relevant for certain instruments like the piano for example, but of course not in speech. Looking for a smooth $F_0$ contour, we chose to use cubic spline functions as a general class of smooth functions, so as to be able to deal in the future with a wide variety of acoustic phenomena (background music, phone ringing, etc.). Moreover, their simple algebraic formulation enables us to optimize the parameters through the EM algorithm, as update equations can be obtained analytically. It may happen that the smooth $F_0$ assumption is invalid, such as at the end of utterances where $F_0$-halving can occur, but this problem is faced by all algorithms that exploit continuity of $F_0$, and the assumption is justified empirically in that including it tends to reduce overall error rates. Moreover, failure to track $F_0$-halving at the end of utterances is perhaps not too serious, as the halving is
usually not salient perceptively, other than as a roughness of indeterminate pitch. Furthermore, it is one of a higher class of irregular voicing phenomena (diplophony, creak) for which \( F_0 \) is hard to define [11].

The analysis interval is divided into subintervals \([t_i, t_{i+1}]\) which are assumed of equal length. Following [12], the parameters of the spline contour model are then the values \( z_j \) of the \( F_0 \) at each bounding point \( t_i \). The values \( \frac{\partial}{\partial t_i} \) of the second derivative at those points are given by the expression \( \mathbf{z}' = M \mathbf{z} \) for a certain matrix \( M \) which can be explicitly computed offline, under the hypothesis that the first-order derivative is zero at the bounds of the analysis interval. We can assume so if we set the bounds of the interval outside the region where there is speech. One can then classically obtain a simple algebraic formula for the contour \( \mu(t; \mathbf{z}) \) on the whole interval. For \( t \in [t_i, t_{i+1}] \),

\[
\mu(t; \mathbf{z}) = \frac{1}{t_{i+1} - t_i} \left( z_i(t_{i+1} - t) + z_{i+1}(t - t_i) \right) - \frac{1}{6} \frac{(t - t_i)(t_{i+1} - t)}{(t_{i+2} - t)} \left[ (t_{i+2} - t) z_i'' + (t - t_i - 1) z_i'' \right].
\]

(10)

2) Optimization of the Model: To design our model, we further make the following assumptions. For simplicity, we first describe here the case of a single speaker, and the multiple speakers case will be presented in Section II-B.4.

We make all the source models inside the HTC method share the same \( F_0 \) contour: \( \mu_k(t) = \mu(t) \), \( \forall k \), by plugging the analytical expression (10) of the spline \( F_0 \) contour into (2), such that all the source models are driven by the same \( F_0 \) expression. Our intention is to have a succession in time of slightly overlapping source models which correspond if possible to successive phonemes, or at least to segments of the speech utterance with steady acoustic characteristics. As the structure is assumed harmonic, the model takes advantage of the voiced parts of the speech utterance, which it uses as anchors. When used on natural speech, if the unvoiced/silent parts are too long, it may happen that the spline contour becomes unstable, which can deteriorate the accuracy of the \( F_0 \) contour extraction immediately before or after a section of unvoiced speech, especially if the neighboring voiced parts are not strongly enough voiced. If they are not, we believe there is no particular incidence on the accuracy of the \( F_0 \) contour near unvoiced parts of the speech. The results of the experimental evaluations will show that this assumption is justified.

We also assume that inside a source model the same power envelope is used for all harmonics, as we want to isolate structures in the speech flow with stable acoustic characteristics. The model allows source models to overlap, so a given spectral shape can merge progressively into another, which allows it to fit arbitrary spectro-temporal shapes. The subscript \( \eta \) can thus be excluded in \( u_{kny} \). We note however that the following discussion on the optimization of the model is independent of this particular assumption and that the algorithm is general enough to allow separate power envelope functions.

The optimization process goes as follows: we start by updating the HTC parameters which do not enter in the spline model (namely \( u_k, \tau_k, u_{ky}, v_{km}, \phi_k, \sigma_k \)) through analytical update equations which are the same as in [9]. Once these parameters have been updated, we compute the derivatives of \( J(\Theta, \mathbf{m}) \) with respect to the spline parameters \( z_j \). A global maximum is difficult to obtain, but we can update the \( z_j \) one after the other, starting for example from \( z_0 \) and using the already updated parameters for the update of the next one. This way of performing the updates is referred to as the coordinate descent method [13], and can be summarized as

\[
\begin{align*}
z_0^{(p+1)} & = \text{argmax}_{z_0} J(z_0, z_1^{(p)}, \ldots, z_n^{(p)}, \Theta_{-z}, \mathbf{m}) \\
z_1^{(p+1)} & = \text{argmax}_{z_1} J(z_0^{(p)}, z_1, z_2^{(p)}, \ldots, z_n^{(p)}, \Theta_{-z}, \mathbf{m}) \\
& \vdots \\
z_n^{(p+1)} & = \text{argmax}_{z_n} J(z_0^{(p)}, \ldots, z_{n-1}^{(p)}, z_n^{(p)}, \Theta_{-z}, \mathbf{m})
\end{align*}
\]

(11)

where \( \Theta_{-z} \) denotes the set of whole parameters except the \( z_j \). The corresponding optimization procedure, called the expectation-constrained maximization algorithm (ECM) [14], does not ensure the maximization in the M-step but guarantees the increase of the function \( J(\Theta, \mathbf{m}) \). Putting the derivatives with respect to \( z_j \) to zero, one then finds update equations analytically at step \( p \):

\[
\sum_{k,n,y} \int_D \left( x - \bar{\beta}_{jy} \right) \frac{\partial \mu}{\partial z_j}(t) \frac{(f_{kny}(x,t) - \bar{f})^2}{\sigma_k^2} \, dx \, dt
\]

\[
\sum_{k,n,y} \int_D \left( \frac{\partial \mu}{\partial z_j}(t) \right)^2 \frac{(f_{kny}(x,t) - \bar{f})^2}{\sigma_k^2} \, dx \, dt
\]

(12)

where \( \bar{z}_{jy} = (z_0^{(p)}, \ldots, z_{j-1}^{(p)}, z_j^{(p)}, \ldots, z_n^{(p)}) \) and \( \bar{f}_{jy}(t; \bar{z}_{jy}) = \mu(t; \bar{z}_{jy}) - \left( \partial \mu / \partial z_j \right)(t) z_j^{(p)} + \log n \) does not depend on \( z_j \) and \( (\partial \mu / \partial z_j)(t) \) only depends on \( t \) and the fixed matrix \( M \).

The partial derivatives with respect to the other parameters (\( u_k, \tau_k, v_{ky}, \phi_k, \sigma_k \)) are the same as in [9], as mentioned above.

3) Prior Distribution: As seen in Section II-A, the optimization of our model can be naturally extended to a MAP estimation by introducing prior distributions \( P(\Theta) \) on the parameters, which work as penalty functions that try to keep the parameters within a specified range. The parameters which are the best compromise with empirical constraints are then obtained through equation (6).

By introducing such a prior distribution on \( v_{km} \), it becomes possible to prevent half-pitch errors, as the resulting source model would usually have a harmonic structure with zero power for all the odd order harmonics, which is abnormal for speech. We apply the Dirichlet distribution, which is explicitly given by

\[
p(\mathbf{v}) = \prod_{n} \frac{\Gamma \left( \sum_{n} (d_n + 1) \right)}{\Gamma \left( d_n + 1 \right) \Gamma \left( \sum_{n} d_n + 1 \right)} \prod_{n} v_{kn}^{d_n} \Gamma(\mathbf{v} + 1)
\]

(13)

where \( \mathbf{v} \) is the most preferred “expected” value of \( v_{kn} \) such that \( \sum_{n} v_{kn} = 1, d_n \), the contribution degree of the prior and \( \Gamma (\cdot) \) the Gamma function. The maximum value for \( p(\mathbf{v}) \) is taken when \( v_{kn} = \mathbf{v} \) for all \( n \). When \( d_n \) is zero, \( p(\mathbf{v}) \) become uniform...
distributions. The choice of this particular distribution allows us to give an analytical form of the update equations of $v_{kn}$.

Although the spline model can be used as is, one can also introduce in the same way a prior distribution on the parameters $z_j$ of the spline $F_0$ contour, in order to avoid an overfitting problem with the spline function. Indeed, spline functions have a tendency to take large variations, which is not natural for the $F_0$ contour of a speech utterance. Moreover, the $F_0$ contour might also be hard to obtain on voiced parts with relatively lower power or poor harmonicity. The neighboring voiced portions with higher power help the estimation over these intervals by providing a good prior distribution.

To build this prior distribution, we assume that the $z_j$ form a Markov chain, such that

$$P(z_0, \ldots, z_n) = P(z_0) \prod_{j=1}^{n} P(z_j|z_{j-1})$$

and assume furthermore that $z_0$ follows a uniform distribution and that, conditionally to $z_{j-1}$, $z_j$ follows a Gaussian distribution of center $z_{j-1}$ and variance $\sigma_z^2$ corresponding to the weighting parameter of the prior distribution:

$$P(z_j|z_{j-1}) = \frac{1}{\sqrt{2\pi\sigma_z^2}} e^{-\frac{(z_j - z_{j-1})^2}{2\sigma_z^2}}.$$

In the derivative with respect to $z_j$ used above to obtain (12) add up two new terms

$$\frac{\partial \log P(z_j|z_{j-1})}{\partial z_j} + \frac{\partial \log P(z_{j+1}|z_j)}{\partial z_j}$$

and the update equation (12) then becomes

$$z_j^{(p)} = \frac{2}{\sigma_z^2} \cdot \frac{z_{j-1}^{(p)} + z_{j+1}^{(p)}}{2} + \frac{A_j^{(p)}}{\sigma_z^2 + B_j^{(p)}}$$

(14)

where $A_j^{(p)}$ and $B_j^{(p)}$ are, respectively, the numerator and denominator of the right term of equation (12). The update equation for the boundary points is derived similarly.

An example is presented in Fig. 3, based on the Japanese sentence “Tsuuyaku denwa kokusai kaigi jimukyoku desu” uttered by a female speaker. Shown are 2-D representations of the observed and modeled spectra (after 30 iterations of the estimation algorithm). The $F_0$ contour estimated through our method is reproduced on both the observed and modeled spectrograms to show the precision of our algorithm. One can see that the model approximates well the spectrum and that the $F_0$ contour is accurately estimated.

4) Multiple $F_0$ Estimation: The multiple-speakers case is a simple extension of the single-speaker one. While for a single $F_0$ estimation all the source models share the same $F_0$ contour, for multiple speakers, according to the number of $F_0$ contours that we want to estimate, we group together source models into subsets such that source models inside a subset share a common $F_0$ contour. For example, if we use $K = 10$ models in total for two speakers, the models with index $k \in \{1, \ldots, 5\}$ will be attributed to the first speaker, while the others will be attributed to the second one. We thus have pools of source models driven by a single $F_0$ contour for each of the pools and corresponding to one of the speakers, and we only need to introduce a set of spline parameters for each of the $F_0$ contours. These sets can be optimized independently and simultaneously in the exact same way as in the single-speaker case: the E-step is unchanged, and the M-step is performed by first updating the HTC parameters which do not enter in the spline model, and then updating the spline parameters of each $F_0$ contour through the ECM algorithm. This last update can be done independently as the derivatives of $J(\Theta, \delta)$ with regards to the parameters of one of the $F_0$ contours do not include any term depending on the parameters of the other contours.

The method handles overlapping harmonics by, at each iteration of the algorithm, re-estimating simultaneously the contributions of each voice in the spectrum. It relies on the assumption that the spectra of the contributing sources combine additively, and neglects phase-dependent vector summation. This is
is not an important issue for the applications that we foresee, such as speech enhancement or clustering, because we plan to use the parametric models only to obtain the proportions of each audio object inside the original spectrogram, and then multiply them by the original spectrogram to extract the desired object, as in (18). If the original spectrogram had low energy at a certain time-frequency point, the obtained spectrogram will have low energy as well.
III. EXPERIMENTAL EVALUATION

A. Single-Speaker \( F_0 \) Estimation in Clean Environment

We evaluated the accuracy of the \( F_0 \) contour estimation of our model on a database of speech recorded together with a laryngograph signal [15], consisting of one male and one female speaker who each spoke 50 English sentences for a total of 0.12 h of speech, for the purpose of evaluation of \( F_0 \)-estimation algorithms.

The power spectrum \( W(x, t) \) was calculated from an input signal digitized at a 16-kHz sampling rate (the original data of the database was converted from 20 kHz to 16 kHz) using a Gabor wavelet transform with a time resolution of 16 ms for the lowest frequency subband. Higher subbands were downsampled to match the lowest subband resolution. The lower bound of the frequency range and the frequency resolution were, respectively, 50 Hz and 14 cent. The spline contour was initially flat and set to 132 Hz for the male speaker and 296 Hz for the female speaker. These values were tuned in frequency bins after a few preliminary experiments. We shall note that, as we were able to obtain very good performance with the same initial conditions on various data, we believe that the performance is not very sensitive to the priming of the \( F_0 \) contour parameters. The length of the interpolation intervals was fixed to four frames. For HTCL, we used \( K = 10 \) source models, each of them with \( N = 10 \) harmonics. This is enough for \( F_0 \) estimation. For a better modeling of the spectrogram, one can use 40 or 60 harmonics for example. Temporal envelope functions were modeled using \( Y \approx 3 \) Gaussian kernels. The \( u_k \) were set to \( 1/K \), \( u_k \) to \( 1/(N, \tau_k \approx T_0 + (k-1)\bar{T}/K \), \( \phi_k \) to 32 ms, and \( \sigma_k \) to 422 cents. For the prior functions, \( \sigma_\alpha \) was set to 0.4, \( \bar{d}_i \) to 0.04, and \( \langle f_n \rangle_{1 \leq n \leq N} = (1/N)(8,4,2,1,\ldots,1) \). The algorithm was run on the utterances from which the initial and final silence parts were manually removed. We note that the minimum time window on which the algorithm can work is one frame, in which case the algorithm works frame-by-frame. This gives acceptable results as described in [16], but performance improves with longer windows, as documented in [9]. It is thus used here on the whole time interval. The computational cost is also discussed in [9].

We used as ground truth the \( F_0 \) estimates and the reliability mask derived by de Cheveigné et al. [2] under the following criteria: (1) any estimate for which the \( F_0 \) estimate was obviously incorrect was excluded; and (2) any remaining estimate for which there was evidence of vocal fold vibration was included. Frames outside the reliability mask were not taken into account during our computation of the accuracy, although our algorithm gives values for every point of the analysis interval by construction. As the spline function gives an analytical expression for the \( F_0 \) contour, we compare our result with the reference values at a sampling rate of 20 kHz although all the analysis was performed with a time resolution of 16 ms.

Deviations over 20% from the reference were deemed to be gross errors. The results can be seen in Table I, with for comparison the results obtained by de Cheveigné et al. [2] for several other algorithms. Notations stand for the method used, as follows. \( \text{ac} \): Boersma’s autocorrelation method [17], [18], \( \text{cc} \): cross-correlation [18], \( \text{shs} \): spectral subharmonic summation [18], [19], \( \text{pda} \): cSRPD algorithm [15], [20], \( \text{fxac} \): autocorrelation function (ACF) of the cubed waveform [21], \( \text{fxcep} \): cepstrum [21], \( \text{additive} \): probabilistic spectrum-based method [22], \( \text{acf} \): ACF [2], \( \text{naf} \): normalized ACF [2], \( \text{TEMPO} \): the TEMPO algorithm [23], \( \text{YIN} \): the YIN algorithm [2]. More details concerning these algorithms can be found in [2]. We can see that our model’s accuracy for clean speech is comparable to the best existing single-speaker \( F_0 \) extraction algorithms designed for that purpose.

B. Single \( F_0 \) Estimation on Speech Mixed With White and Pink Noise

We performed \( F_0 \) estimation experiments on speech to which a white noise, band-passed between 50 and 3300 Hz, was added, with SNRs of \( 0 \), \( -2 \), and \( -10 \) dB. These SNRs were selected because \( 0 \) dB corresponds to equal power, \( -2 \) dB is used in a study [24] that used the same database as we use in III-C, and \( -10 \) dB is a relatively noisy condition to illustrate the effectiveness of our algorithm in that case. The database mentioned above [15] was again used, and the white noise added was generated independently for each utterance. We also performed experiments with pink noise, band-passed between 50 and 3300 Hz, with an SNR of \( -2 \) dB. The spectrum of pink noise is closer to that of speech than white noise. The noise model was initialized with \( \rho = 0.1 \) and the \( \eta \) to all equal to \( 1/(N, \bar{N}) \), while the variances were fixed to \( \sigma^2_{\text{fl}} = 120 \) cent and \( \sigma^2_{\text{cc}} = \sigma^2_{\text{cc}}/3 \), and the centers \( (\beta_\text{cc}, \alpha_\text{cc}) \) of the Gaussian distributions of the noise model were fixed on a grid such that the distances between them in the time and log-frequency directions were all equal to \( \sigma^2_{\text{fl}} \) and \( \sigma^2_{\text{cc}} \), respectively, to ensure a good overlap between the Gaussian distributions. The determination of the variances was made after a few experiments while keeping in mind that \( \sigma^2_{\text{fl}} \) should be significantly larger than the typical variance in the log-frequency direction of the Gaussian of the harmonic model but small enough to still be able to model fluctuations in the noise power.

As a comparison, we present results obtained on the same database using YIN [2] and the algorithm of Wu, Wang, and Brown [4], specifically designed for \( F_0 \) tracking in a noisy environment, and that can also handle the estimation of two simultaneous \( F_0 \)’s. Their code is made available on the Internet by their respective authors. The algorithm of Wu, Wang, and Brown will be referred to as the WWB algorithm. According to
its authors, the parameters of this algorithm could be tuned on a new database to obtain the best performances, but they mention that it is supposed to work fine in the version made available (trained on a corpus [24] that we will use later).

We obtained good results, presented in Table II, showing the robustness of our method on noisy speech, when noise is not harmonic. Note that the level of the noise added is greater than that of the original signal, and that at −10 dB it is even difficult for human ears to follow the pitch of the original signal. The harmonic structure of our model is effective for detecting speech in the presence of background noise. YIN and the WWB algorithm were both outperformed, although we should note again that their code was used as is, whereas ours was developed with the task in mind. Thus, this comparison may not do them full justice.

### C. Validation on a Corpus of Speech Mixed With a Wide Range of Interferences

In order to show the wide applicability of our method, we also performed experiments using a corpus of 100 mixtures of voiced speech and interference [24], commonly used in CASA research. In [4], half of the corpus is used for model parameter estimation and the other half for system evaluation. As it is not specified in that paper which part of the corpus was used for which purpose, we decided to use the full corpus as the evaluation set for comparison of the algorithms, which can only be an advantage for the WWB algorithm. The results we present for the WWB algorithm differ from the ones given in [4] as the criterion we use is different. To be able to compare it with our method, which does not perform a voiced/unvoiced decision, we do not take into account errors on the estimation of the number of speech, but only look at the accuracy of the output of the pitch determination algorithm. Moreover, we focus on the estimation of the main voiced speech, as we want here to show that our algorithm robustly estimates the F0 in a wide range of noisy environments. The ten interferences are grouped into three categories: 1) those with no pitch; 2) those with some pitch qualities; and 3) other speech, as shown in Table III. The reference F0 contours for the ten voiced utterances were built using YIN on the clean speech and manually corrected.

### D. Multipitch Estimation

We present here results on the estimation of the F0 contour of the cochannel speech of two speakers speaking simultaneously with equal average power. We used again the database mentioned above [15] and produced a total of 150 mixed utterances, 50 for each of the “male–male,” “female–female,” and “male–female” patterns, using each utterance only once and mixing it with another such that two utterances of the same sentence were never mixed together. We used our algorithm in the same experimental conditions as described in Section III-A for clean single-speaker speech, but using two spline contours. The spline contours were initially flat and set to 155 and 296 Hz in the male–female case, 112 and 168 Hz in the male–male case, and 252 and 378 Hz in the female–female case.

The evaluation was done in the following way: only times inside the reliability mask of either of the two references were counted; for each reference point, if either one of the two spline contours lies within a criterion distance of the reference, we considered the estimation correct. We present scores for two criterion thresholds: 10% and 20%. For comparison, tests using the WWB algorithm [4] introduced earlier were also performed, using the code made available by its authors. YIN could not be used as it does not perform multipitch estimation. Results summarized in Table V show that our algorithm outperforms the WWB algorithm on this experiment.
IV. CONCLUSION AND FUTURE WORK

We introduced a new model describing the spectrum as a sequence of spectral cluster models governed by a common $F_0$ contour function, with smooth transitions in the temporal succession of the spectral structures. The model enables an accurate estimation of the $F_0$ contour on the whole utterance by taking advantage of its voiced parts in clean as well as noisy environments. We explained how to optimize its parameters efficiently and performed several experiments to evaluate the accuracy of our model. On single-speaker clean speech, we obtained good results which we compared with existing methods specifically designed for that task. On cochannel concurrent speech, single-speaker speech mixed with white noise, pink noise, and on a corpus of single-speaker speech mixed with a variety of interfering sounds, we showed that our algorithm outperforms existing methods.

We are currently working on using the precise parametric expression and clustering of the spectrogram we obtained for improving the quality of this article.
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